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ABSTRACT

Regional Scale Air Quality Modeling is being contiecby NESCAUM with two

primary modeling systems based on the CMAQ and REMS&odels. Modeling efforts
are being conducted on a 12-km Eastern U.S. doomaisistent with the RPO projection
national domain. Modeling for the 2002 base yeal tavo future years (2009, 2018) has
been conducted. CMAQ provides one-atmosphere sefaulimultiple pollutants while

the REMSAD model is used primarily for attributiohsulfate species in the Eastern US
via the species-tagging scheme included in Versi@f and newer versions of the
model. Performance evaluations for both modelgpereided and will be refined for
CMAQ once final data inputs have been developedrrédt model output suggests
reasonable performance for the species of intesestach platform. Only minor changes
are anticipated for scenarios conducted with thal finventory version and revised
model code.
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Appendix C: Chemical Transport Model Results for Sulfate
Source Attribution Studies in the Northeast U.S.

C.1. Introduction

Air quality models have been extensively used gmmant tools within
academia, federal and state governments, and retipelatory, policy, and environmental
research communities to understand the underhanges and formation mechanisms of
air pollution on the local, regional and globallscaTlo assist states in developing
effective solutions to air pollution issues, NESOAWas established in-house air quality
modeling capabilities that include emission proogganeteorological input analysis,
and chemical transport modeling. Preliminary wioals been conducted to develop a
number of modeling platforms for a variety of apptions (e.g. annual runs, episodic
simulations, source tagging, etc.) and to evaloaidel performance. These efforts form
the foundation upon which future modeling studié$lve built ranging from SIP
modeling for Regional Haze, Ozone, and fine patidb studies of mercury deposition
and potential air quality impacts of climate change

This appendix introduces air quality modeling patiis established by
NESCAUM for Regional Haze and fine particle poltutj evaluates model performance
with respect to spatial and temporal variationBif species and their precursors, and
summarizes the current status and future improvésyadreach platform’s development.

C.2. Platforms

Currently two regional-scale air quality models @é&een evaluated and used by
NESCAUM to perform air quality simulations. Theme the Community Multi-scale
Air Quality modeling system (CMAQ; Byun and Chiri99) and the Regional
Modeling System for Aerosols and Deposition (REMSAAI, 2002). CMAQ was
developed by USEPA, while REMSAD was developed®y Consulting/Systems
Applications International (ICF/SAI) with USEPA suprt. CMAQ has undergone
extensive community development and peer reviewdAet al. 2005) and has been
successfully used in a number of regional air qualiudies (Bell and Ellis,
2003;Hogrefe et al., 2004; Jimenez and Baldasai®};2Mlao and Talbot, 2003; Mebust
et al. 2003). REMSAD has also has been peer redd®eigneur et al., 1999) and used
by EPA for regulatory applications
(http://www.epa.gov/otaq/regs/hd2007/frm/r00028.anld
http://www.epa.gov/clearskies/air_quality tech.httolstudy ambient concentrations
and deposition of sulfate and other PM species.

C.2.1. CMAQ

The CMAQ modeling system is a three-dimensionakEah model that
incorporates output fields from emissions and melegical modeling systems and
several other data sources through special integaacessors into the CMAQ Chemical
Transport Model (CCTM). The CCTM then performs el transport modeling for
multiple pollutants on multiple scales. With teisucture, CMAQ retains the flexibility
to substitute other emissions processing systechsnateorological models. CMAQ is
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designed to provide an air quality modeling systdgth a “one atmosphere” capability
containing state-of-science parameterizationsrabapheric processes affecting
transport, transformation, and deposition of suglfupants as ozone, particulate matter,
airborne toxics, and acidic and nutrient pollutsecies (Byun and Ching, 1999).

MANE-VU has adopted the Inter-RPO domain descripfir its modeling runs.
This 36-km domain covers the continental Unitedetasouthern Canada and northern
Mexico. The dimensions of this domain are 145 H0@ cells in the east-west and north-
south directions, respectively. A 12-km inner domaas selected to better characterize
air quality in MANE-VU and surrounding RPO regionEhis domain covers the
Northeast region including northeastern, centrdl southeastern US as well as
Southeastern Canada. It extends frof\6834°W in longitude and 2Z:~5C°N in
latitude with 17X172 grid cells (Figure C-1).

NY DEC has completed annual 2002 CMAQ modelinghen36km domain to
provide dynamic boundary conditions for all simidas performed on the 12km domain.
Three-hourly boundary conditions for the outer domveere derived from an annual
model run performed by researchers at Harvard Usityeusing the GEOS-CHEM
global chemistry transport model (Park et al., 20(Model resolution was species
dependent at either 4° latitude by 5° longitud@by 2.5°.

To date, MANE-VU SIP modeling on both 36km and 12#komains used CMAQ
V4.4 with IOAPI V2.2 and NETCDF V3.5 libraries. TIRMAQ model is configured
with the Carbon Bond IV mechanism (Gery et al.,9A&ing the EBI solver for gas
phase chemistry rather than the SAPRC-99 mechathignio better computing
efficiency with no significant model performancéfeiiences for Ozone and PM as
compared to observations.

Meteorological inputs for CMAQ are derived from thiéth-Generation
Pennsylvania State University/National Center feméspheric Research (NCAR)
Mesoscale Model (MM3)system meteorological fields. A modified Blackada
boundary layer scheme is used as well as phystocensgncluding explicit
representations of cloud physics with simple icerophysics (no mixed-phase
processes) and the Kain-Fritsch cumulus paramatenz As shown in Figure C-2, out
of the 29 MM5 vertical layers, CMAQ has 22 vertitajers from the ground surface up
to ~200hPa, with 10 layers below 850hPa (includingy&r below 10m) to resolve
boundary layer processes, 6 layers in between &ah& 500hPa, and 3 layers in
between 500hPa and 300hPa. The domain has a énaral resolution within the
troposphere so that it can capture complex atmaogptieculations between the east
coast of the US and the northern Atlantic Oceahénboundary layer, the free and upper
troposphere, and potentially cross-tropopause pi@ahs

! The modeling system for 2002 annual simulation isiegpvith a Lambert Conformal Conic projection
with parallels at 33N and 45N. A spherical earth radfl@3@0km is used for all elements of the system
(MM5/SMOKE/CMAQ).

2 http://www.mmm.ucar.edu/mm5/
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Figure C-1. Modeling domains used in MANE-VU air quality modeling studies with
CMAQ. Outer (blue) domain grid is 36 km and inner(red) domain is 12 km grid.
The gridlines are shown at 180 km intervals (5 x 836km cells or 15 x 15 12km cells
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Five modeling centers are working collectively taximize efficiency of
computing resources in MANE-VU for SIP modeling €8k centers include NY DEC,
NJ DEP/Rutgers, VA DEQ, UMD, and NESCAUM. Annual B8 modeling on 12km
domain is divided into 5 periods. UMD is responsifar the period from January 1 to
February 28; NJ DEP and Rutgers are responsibliaéoperiod from March 1 to May
14; NY DEC is responsible for the period from Mdyth September 30; VA DEQ is
responsible for the period from October 1 to Oct@f and NESCAUM is responsible
for the period from November 1 to December 31. Haatiod uses a 15 day spin up run
to minimize/eliminate the impact of the defaultigi concentration fields. Each group
performs CMAQ simulation on its period for a seréscenarios including 2002 Base
Case, 2009 Base Case, 2018 Base Case, 2009 Goas®| and 2018 Control Case. All
scenarios adopt the same meteorological field (A& boundary conditions, varying
only emission inputs. To ensure consistency, alimaack test was conducted by each
modeling group.

C.2.1.1. Meteorology

All meteorological fields have been simulated udimg (MM5) system.
Originally developed by Penn State and NCAR, MM& mmodel with limited-area
primitive equations of momentum, thermodynamicsl aoisture with the option of
hydrostatic and non-hydrostatic physics. It isglesd to simulate mesoscale
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atmospheric circulation. Domains are uniform regtdar grids representing three-
dimensional regions of the atmosphere. The hot&@oordinated system is equally
spaced geographically and uses the Arakawa-B gigdsitheme. The resolution can be
as high as 1km. Sigma)is a terrain-following vertical coordinate thata function of
pressure at the point (for hydrostatic) or refeeestate pressure (non-hydrostatic) (P), the
surface pressure {f, and the pressure at the tog,£Pof the modelo = (p-pop) / (Pso-

Prop)
Figure C-2. Vertical Structure of Air Quality Model ing Domains
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Professor Dalin Zhang’s group from University of iyland (UMD) was tasked
to provide the 2002 annual meteorological fielddorquality modeling. The UMD
MM5 model runs are made on two nested domains3éken resolution National US
Continental domain (Domain 1) and the 12km resofuitastern US domain (Domain 2).
The inner (12km) domain uses a finer resolutioratardata. Initially, a set of test runs
for the period of August 6 to 16, 2002 was conddictd MD ran the non-hydrostatic
MM5 v3.5.3 with 3 PBL schemes (a) modified Blackafil], (b) the Pleim-Xiu
scheme with the soil module [P-X], and (c) modifiddckadar with soil module [SSIB].
The simulated meteorological fields were compaceithé measurements from
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Techniques Development Laboratory of National Wea8ervice (TDL NWS) and

Clean Air Status and Trends Network (CASTNET). Tid data are reflective of
urban/suburban settings, while the CASTNET sitesnaore representative of rural areas.
There are 48 CASTNET sites and about 800 TDL svi#gn Domain 2 (as shown in
Figure C-3). Overall, the BL scheme shows a betterespondence to the measured data
than the other two schemes, although it poorlywastthe diurnal pattern of humidity.
While the P-X scheme shows a better correspondeitbehe observed diurnal pattern

for humidity, it fails to perform well for wind spél and temperature (Hao et al., 2004).
The model utilizes a terrain-following sigma cooratie with 29 layers with the first level
at 10 m and a radiative upper-boundary conditics0aiPa. Based on test run results, the
boundary layer processes are determined usinglgdok&lar high-resolution planetary
boundary layer parameterization. Physics optides iacluded explicit representations

of cloud physics with simple ice microphysics (nxed-phase processes) and the Kain-
Fritsch cumulus parameterization. The model wamliized with the analyses of the
National Center for Environmental Prediction (Etadél). TDL data are used for MM5
nudging. A modeled wind field map (Figure C-4)wsisdypical prevailing mesoscale
flows from the midwest US to the east coast.

Figure C-3. Observation Network sites within 12km esolution domain
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Figure C-4. MM5 modeled wind field map at 12:00 UTCon August 8, 2002
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The MM5 generated 2002 annual 12km resolution nmetegical field has been
evaluated by NESCAUM using ENVIRON's METSTAT prograModel results of
surface wind speed, wind direction, temperaturd,famidity are paired with
measurements from CASTNET and TDL networks by fama by location and then
statistically compared.

Figure C-5 presents domain-wide average hourly dfiagnd speed (left panel)
and wind direction (right panel) between MM5 resahd two sets of measurement for
every season in 2002 (a-Winter including Jan. Beld.Dec.; b-Spring including Mar.
Apr. and May; c-Summer including Jun. Jul. and Adigall including Sep. Oct. and
Nov.). It shows that MM5 capably predicts wind sgevith reasonably small bias and
equal consistency. Within the domain, MM5 tends\terestimate wind speed (hourly
bias up to 1.7m/s) at CASTNET sites, and underegéwind speed (hourly bias up to -
1.85m/s) at TDL sites. Seasonal mean bias of MMisl\epeed to CASTNET wind
speed is ~0.3 to 0.4m/s, while seasonal mean bisvi& wind speed to TDL wind
speed is about ~-0.5 to -0.6m/s. No significaasseal variation on this wind speed bias
is observed. MM5 prediction of wind direction stowalarger variation with CASTNET
wind direction (hourly bias from ~-30 degree to €&gree) than with TDL wind
direction (hourly bias from ~-5 degree to ~10 dejrddéowever, seasonal mean bias of
MMS5 wind direction to CASTNET wind direction (~2 dag) is smaller than seasonal
mean bias of MM5 wind direction to TDL wind diremti (~3 degree) because the large
variation of positive and negative bias offset eattter.
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Figure C-5. 2002 Seasonal Average Hourly Bias of Md Speed and Direction
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Index of Agreement (IOA) is a statistical measufrdifierence between
prediction and measurement, calculated as a raimot Mean Square Error to the sum
of the difference between prediction and mean ofagi®n and difference between

observation and mean observation. IOA varies foaim 1, with a value of 1 indicating

bulids

JSWIM

lwwns

Ired

the prefect agreement between model predictioro@sdrvation, and a value larger than

0.5 IOA indicating acceptable model performance@main wide average hourly I0A of
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wind speed are presented in Figure C-6. MM5 ptediwind speed values are in good
agreement (IOA from ~0.5 to ~0.9) to both CASTNETadad TDL data with similar
IOA variation. Seasonal mean values of IOA are7~ No particular season of the year
stands out in terms of its agreement with measuneéme

Figure C-6. 2002 Seasonal Hourly Average Index éfgreement for Wind Speed
a) Winter b) Spring
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Quarterly correlation coefficients in Figure C-bshgood MM5 performance on
hourly wind speed for each observation site. MMé&djctions exhibit similar spatial
patterns of correlation with CASTNET (left panehdalTDL (right panel) measurements
— stronger correlation in north than in south. Che year, the model has stronger
correlation in the $tquarter (Jan. Feb. Mar., toff fow), 2" quarter (Apr. May Jun.,"2
row) and 4" quarter (Oct. Nov. and Dec., bottom row) tharoieslin the %8 quarter (Jun.
Jul. Aug., ¥ row), with an average of 0.1 correlation coeffitidifference. Generally
MMS5 predictions and measurements have strongestlation (0.8~0.9) within Midwest
US, strong correlation (0.7~0.8) within Northeastgf® and along coastline, and
acceptable correlation (0.5~0.7) within Southerndd8 inland coast. MM5 predictions
consistently show very similar spatial patterns samdporal variations for wind direction
(as shown in Figure C-8) and wind speed. Thestramg correlation (>0.7) between
prediction and measurement for wind direction asiad sites.
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Figure C-7. Quarterly correlation coefficient (r) of hourly wind speed between
modeling and measurement for each observation site 2002
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Figure C-8. Quarterly correlation coefficient (r) of hourly wind direction between
modeling and measurement for each observation site 2002
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Figure C-9 presents domain wide average hourlydfigsirface temperature
between MM5 results and CASTNET and TDL for evesgson. MM5 tends to
underestimate temperature at TDL sites throughwuyear and at CASTNET sites for
non-ozone season months. The seasonal mean téunpdrias values are from ~-1K
(Winter) to ~-0.3K (Summer) for TDL sites and ~-1Kifiter) to ~0.5K(Summer) for
CASTNET sites. MM5 predictions show significanidyger variations of temperature
bias at CASTNET sites (-4K~9K) than at TDL siteK=3K). Domain wide average
hourly IOA values of temperature are shown in FegGr10. Model predicted
temperatures have significantly better agreemetit WDL data (average I0OA as ~0.95)
than with CASTNET data (average I0OA as ~0.85), algioboth indicate accurate MM5
performance on temperature. Figure C-11 showspghgal distribution of quarterly
correlation coefficients between MM5 prediction andasurement of surface
temperature. It reveals very strong correlatidh 95) over most of the domain for TDL
data, with strong correlation (>0.8) for the mayponf CASTNET sites. No spatial
patterns or quarterly variations are apparent. MidB&orms consistently well throughout
the year and the domain.

The TDL network also provides humidity measureme@emparison between
MMS5 prediction of hourly surface humidity and TDLeasurement are presented in
Figure C-12. MM5 captures the general trend of ilditpnchange. It tends to
underestimate humidity during the ozone seasors@sah mean bias as ~0.35g/kg), and
overestimate it during the rest of year (seasorambias range from ~0.17 to ~0.4), as
shown in. Domain wide average hourly humidity kshsws a large diurnal variation, as
much as 2g/kg. Domain wide average hourly IOAiguFe C-13 shows that MM5
predicted humidity values are in good agreemerit WilL data (average I0A as ~0.9)
throughout year. Spatial distribution of quartextyrelation coefficient in Figure C-14
shows a distinctive spatial pattern and tempoegidr MM5 results have stronger
correlation to TDL data in the northern US thathe Southern US. Through the year,
the strongest correlation between MM5 predictiod emeasurement occurs in the 4th
Quarter (>0.95), followed by the 1st and 2nd Quartand finally, the 3rd Quarter, which
shows the weakest correlation (0.5~0.9).

Based on this statistical comparison between muaeliction and data from two
networks for wind speed, wind direction, temperatand humidity, MM5 performs
well. An acceptable small bias, high index of agreet and strong correlation with
CASTNET and TDL data are shown. Since MM5 uses Tata for nudging, the model
predictions are in better agreement with TDL datantwith CASTNET data. MM5
performs better in Midwest and Northeast than Seagtern US.
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Figure C-9. 2002 Seasonal Hourly
Average Bias of Temperature
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Figure C-10. 2002 Seasonal Hourly
Average Index of Agreement for
Temperature
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Figure C-11. Quarterly correlation coefficient (r) of hourly temperature between
modeling and measurement for each observation site 2002
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Figure C-12. 2002 Seasonal Average Figure C-13. 2002 Seasonal Hourly
Hourly Bias of Humidity Average Index of Agreement for
Humidity
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Figure C-14. Quarterly correlation coefficient (r) of hourly humidity between
modeling and measurement for each observation site 2002
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C.2.1.2. CMAQ Emissions

Emission scenarios are simulated using the SpastexMDperator Kernel
Emissions (SMOKE) Modeling System. SMOKE is priityaan emissions processing
system designed to create gridded, speciated,yhennissions for input into a variety of
air quality models such as CMAQ, REMSAD, the Corheresive Air quality Model
with extensions (CAM) and the Urban Airshed Model (UAM). SMOKE supgoatea,
biogenic, mobile (both onroad and nonroad), andtpmurce emissions processing for
criteria, particulate, and toxic pollutants. Favdenic emissions modeling, SMOKE uses
the Biogenic Emission Inventory System, version(BBIS2) and version 3.09 and 3.12
(BEIS3). SMOKE is also integrated with the on-readissions model MOBILE6. The
sparse matrix approach used throughout SMOKE psmaitid and flexible processing of
emissions data. Flexible processing comes froittisglthe processing steps of
inventory growth, controls, chemical speciatiomperal allocation, and spatial
allocation into independent steps whenever possible results from these steps are
merged together in the final stage of processiimggugector-matrix multiplication. It
allows individual steps (such as adding a new obstrategy, or processing for a
different grid) to be performed and merged withioawing to redo all of the other
processing stepsitp://cf.unc.edu/cep/empd/products/smoke/versiih#nl/).

The emission processing for CMAQ for the 36km naaiacdomain and 12km
Eastern domain (Domain 2) has been performed by Xank State Department of
Environmental Conservation (NYS DEC) (for base y2@02 and future year 2009) and
by NESCAUM (for future year 2018) using SMOKE vZdmpiled on a Red Hat 9.0



Appendix C: Chemical Transport Model Methods Pagt7

Linux operating system with the Portland group Fartcompiler version 5.1. They use
the 2002 static emission inventory, CEM data, amdogjates data based on the 2002
RPO data. Biogenic emissions are calculated iB#I&3 with BELD3 data. Mobile
source emissions are processed using MOBILE6. phdated Canada inventory for 2000
and 1999 Mexico inventory were used for processing.

The emissions processing was performed on a mopthdnth and RPO-by-RPO
basis, i.e. SMOKE processing was performed for @i¢the RPOs (MANE-VU,
VISTAS, CENRAP, MRPO, WRAP) individually as well && Canada and Mexico.
Note the processing of WRAP and Mexican emissioas mecessary for use with the 36
km grid modeling only. For each month/RPO combargta separate SMOKE
ASSIGNS file was created, and the length of the@g® in each of these ASSIGNS files
was set to the entire month. Specific data souoresdividual source categories are
listed below and the examples of processed emsssiotputs are shown in Figure C-15.

Emissions | nventory

Area

MANE-VU:
MANEVU_AREA_SMOKE_INPUT_ANNUAL_SUMMERDAY_011705.txt
Fugitive dust correction: This was applied as cgtamecific correction
factors for SCC'’s listed at
http://www.epa.qgov/ttn/chief/emch/invent/index. st
the correction factors were obtained from
http://www.epa.gov/ttn/chief/emch/invent/transpatitions.xls this
adjustment was performed outside of SMOKE with @u$e Fortran
programs

VISTAS:
ida_ar_2002_rev_29sep04.vistas.emis, arinv_2002xn€1apr05.emis,
ida_ar_fire_typ_29nov04.vistas.emis, ida_ar_dufd22&/fac_27nov04.vistas.emis
All files were obtained from Greg Stella (VISTAS)dhwere processed to
extract VISTAS-only emissions as described abow#eNhe header lines
of these files indicate that the fugitive dust eatron was already applied,
so no further correction was performed.

MRPO:
ida_ar_2002_rev_29sep04.mrpo.emis,
ida_ar_fire_typ_29nov04.mrpo.emis,
ida_ar_dust_2002_wfac_27nov04.mrpo.emis
All files were obtained from Greg Stella (VISTAS)dprocessed to
extract MRPO-only emissions as described abovee:Nlbé header lines
of these files indicate that the fugitive dust eatiron was already applied,
so no further correction was performed.

CENRAP:
CENRAP_AREA_SMOKE_INPUT_ANN_STATES_120704.txt,
CENRAP_AREA_MISC_SMOKE_INPUT_ANN_STATE_120704.txt,
CENRAP_AREA_BURNING_SMOKE_INPUT_ANN_TX_AR_NELI 1
20704.txt,
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CENRAP_AREA MISC_SMOKE_INPUT_NH3 _MONTH_{MMM}
_120304.txt, where {MMM} is MAY, JUN, JUL, AUG, oBEP
CENRAP AREA SMOKE_INPUT_NH3_MONTH_{MMM}
_120304.txt where {MMM} is MAY, JUN, JUL, AUG, or BP

All files were downloaded from the CENRAP website

http://www.cenrap.org/emission_document.abjpigitive dust correction:
This was applied as county-specific correctiondesfor SCC’s listed at:

http://www.epa.gov/ttn/chief/emch/invent/index.htitlist the correction
factors were obtained from
http://www.epa.gov/ttn/chief/emch/invent/transpattions.xls this
adjustment was performed outside of SMOKE with au$e Fortran
programs

CANADA:

Nonroad

AS2000_SMOKEready.txt obtained from
ftp://ftp.epa.gov/Emisinventory/canada_2000inventdrugitive dust
correction: We applied “divide-by-four” correctidor SCC’s listed at
http://www.epa.gov/ttn/chief/emch/invent/index. st this
adjustment was performed outside SMOKE with in-feoksrtran
programs. No county/province-specific correctioctdéas were available
for Canada

MANE-VU:

CT_NRD2002.IDA, DC_NRD2002.IDA, DE_NRD2002.IDA,

MA _NRD2002.IDA, MD_NRD2002.IDA, ME_NRD2002.IDA,
NH_NRD2002.IDA, NJ_NRD2002.IDA, NY_NRD2002.1DA,

PA NRD2002.IDA, RI_NRD2002.IDA, and VT_NRD2002.IDA
contained in the “MANE-VU Nrd SMOKE files.zip” filprepared by
PECHAN

VISTAS:

ida_nr_2002_rev_0loct.vistas.emis was obtained feoey Stella
(VISTAS) and processed to extract VISTAS-only emoiss as described
above.

MRPO:

ida_nr_2002_rev_0loct.wrap.emis, obtained from @tedja (VISTAS)
and processed to extract WRAP-only emissions axittesl above.

CENRAP:

CENRAP_NONROAD_SMOKE_INPUT_ANN_120704.txt downlodde
from the CENRAP websitbttp://www.cenrap.org/emission_document.asp
CANADA:

On-road

File: NONROAD2000_SMOKEready.txt obtained from
ftp://ftp.epa.gov/Emisinventory/canada 2000inventor

MANE-VU:

VMT/Speed: MANEVU_2002_mbinv.txt prepared by PECHAN
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Point

VISTAS:

VMT/Speed file: mbinv_2002_ida_vmt_22sep04.vistdasdbtained from
Greg Stella (VISTAS) and was processed to extrda8ihAS-only VMT
as described above.

MRPO:

VMT/Speed file: mbinv_2002_ida_vmt_22sep04.mrpo dkitained from
Greg Stella (VISTAS) and were processed to extvdRPO-only VMT as
described above in the VISTAS section. Note: Paxibexchange
between Gopal Sistla, Mark Janssen and Jeff Vukoitievas determined
that the VMT information used by VISTAS for theavised Phase I
modeling reflects the latest MRPO information. iere, the MRPO-
portion of the mobile source files obtained frone&Stella (VISTAS),
were used in this work.

CENRAP:

VMT/Speed files: mbinv02_vmt_cenrap_ce.ida,
mbinv02_vmt_cenrap_no.ida, mbinv02_vmt_cenrap_apadd
mbinv02_vmt_cenrap_we.ida, downloaded from the CERRvebsite
http://www.cenrap.org/emission_document.asp

CANADA:

MOBILE2000_SMOKEready.txt obtained from
ftp://ftp.epa.gov/Emisinventory/canada_2000inventdrugitive dust
correction: applied “divide-by-four” correction f&CC’s listed at
http://www.epa.gov/ttn/chief/emch/invent/index. htialst this
adjustment was performed outside of SMOKE with au$e Fortran
programs. No county/province-specific correctioctdéas were available
for Canada.

MANE-VU:

MANEVU_Point_ SMOKE_INPUT_ANNUAL_SUMMERDAY _122004.
txt prepared by PECHAN was downloaded friimmarama.org
(username mane-vu, password exchange). Fugitistecdurection: This
was applied as county-specific correction factorsSCC’s listed at
http://www.epa.gov/ttn/chief/emch/invent/index.htitlist the correction
factors were obtained from
http://www.epa.gov/ttn/chief/emch/invent/transpattions.xls this
adjustment was performed outside of SMOKE with au$e Fortran
programs. Emission corrections were made for “THERAIFORD
STEAM CO” in Connecticut, Plant ID P0250.

VISTAS:

Annual: ptinv_2002typ_28nov04.vistas.ida and
ptinv_fires {MM} _typ.vistas.txt where {MM} is 01, B, 03, etc.
depending on the month.
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Hour-specific: pthour_rev2002typ_{MMM}_08nov04.vést.ems and
pthour_fires {MM} typ.vistas.ida where {MMM} is janfeb, mar, etc.
and {MM} is 01, 02, 03, etc. depending on the month
All files were obtained from Greg Stella (VISTAS)dawere processed to
extract VISTAS-only emissions as described above.
Note: the header lines of these files indicate thatfugitive dust
correction was already applied, so no further atiwa was performed.

MRPO:
Annual: ptinv_2002typ_28nov04.mrpo.ida and
ptinv_fires {MM} _typ.mrpo.txt where {MM} is 01, 0203, etc.
depending on the month. Hour-specific:
pthour_rev2002typ {MMM}_08nov04.mrpo.ems and
pthour_fires {MM} typ.mrpo.ida where {MMM} is janfeb, mar, etc.
and {MM} is 01, 02, 03, etc. depending on the momth files were
obtained from Greg Stella (VISTAS) and processeektoact MRPO-only
emissions as described above. Note: the headsrdirtese files indicate
that the fugitive dust correction was already agahliso no further
correction was performed

CENRAP:
Annual: CENRAP_Point_SMOKE_INPUT_ANN_121004.txt. tte
specific CEM: pthour.{QQ}.{ST}.txt where {QQ} is ta quarter (g1, g2,
g3, or g4) and {ST} is the state (AR, IA, KS, LANMMO, NE, OK, TX)
All files were downloaded from the CENRAP website
http://www.cenrap.org/emission_document.abjpigitive dust correction:
This was applied as county-specific correctiondextor SCC'’s listed at
http://www.epa.gov/ttn/chief/emch/invent/index.htitlist the correction
factors were obtained from
http://www.epa.gov/ttn/chief/emch/invent/transpattions.xls this
adjustment was performed outside of SMOKE with @u$e Fortran
programs

CANADA :
There has long been difficulty in obtaining an opdate Canadian criteria
emissions inventory for point sources. This is dugely to
confidentiality rights afforded to Canadian facdg. Thus far, the most
recent inventory of Canadian point sources is wbaighe 1985 NAPAP
data and is close to two decades old. Because #nera number of high
emitting industrial facilities in southern Canatlasiof particular
importance to have a reasonably accurate invemwioityese sources
especially when modeling air quality over the Neekt and Midwest
United States. Toward this end, an effort was madbtain more recent
Canadian point source data and incorporate itantmventory database.

Perhaps the most accurate and publicly accessiblee of Canadian
pollutant data is now available from the Nationallitant Release
Inventory (NPRI) database. This database contdiBss@bstances.
Facilities that manufacture, process or otherwgeane of these
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substances and that meet reporting thresholdequered to report these
emissions to Environment Canada on an annual besssNPRI data are
available at Environment Canada’s website and edfiolnd at the link
http://www.ec.gc.ca/pdb/npri/npri_home_e.cfiine page hosts an on-line
search engine where one can locate emissions hytgdl or location. In
addition, the entire database is available for doathas an MS Access or
Excel file. The NPRI database contains numerous$agth a rather
comprehensive list of information. Detailed inf@tion is available about
each facility, including location, activity and aral emissions. In addition,
facilities having stacks with a height of 50 metersnore are required to
report stack parameters.

Unfortunately, one of the limitations of the NPRitabase for modeling
purposes is that the data are only available afaitibty level. Emissions
models require process level information, so ireotd use this data, a
few generalizations had to be made. Each fadibty a Standard
Industrial Classification (SIC) code associatedhwtit however, emissions
models require Source Classification Codes (SCC3)C'’s are of critical
importance as the emissions models use these two@ssignment of
temporal and speciation profiles. SIC codes desdtie general activity
of a facility while SCC codes describe specificqasses taking place at
each facility. While no direct relationship exibistween these two codes,
a general albeit subjective association can be made

For the purposes of creating a model-ready invgritlar it was necessary
to obtain the whole NPRI database. After mergihtha necessary
components from the NPRI database required in Bh@ISE inventory
file, the SIC code from each facility was examired assigned an SCC
code. In most cases, only a SCC3 level code wagrael with
confidence. While this is admittedly a less thasidhble process, it does
allow for the use of the most recent emissions ftoenNPRI database to
be used in modeling. Furthermore, having somd lev8CC associated
with these emissions will ensure that they willdssigned a temporal and
speciation profile by the model, other than thead#f Once the model-
ready inventory file was developed, it was procégsheough SMOKE.
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Emissions Processing Files

Temporal Allocation

MANE-VU:
Area and nonroad sources: amptpro.m3.us+can.m&@yHz05.txt and
amptref.m3.manevu.012405.txt
Mobile source: MANEVU_2002_mtpro.txt and MANEVU_2B0ntref.txt
Point sources: Based on the same files as for thRBAVU area and
nonroad temporal files listed above, but added/Als AS-generated
CEM-based 2002 state-specific temporal profiles@ods-references for
EGU sources for the MANE-VU states
No CEM-based hour-specific EGU emissions were used.

CENRAP:
The following temporal profiles and cross-referefies were used for all
source categories: amptpro.m3.us_can.cenrap.01R605.
amptref.m3.cenrap.010605.txt
These files were downloaded from the CENRAP website
http://www.cenrap.org/emission_document.asp
For point sources, the CEM-based hour-specific EB@lissions described
in Section 2.2.4 were utilized to override the alriotal based emissions
whenever a match could be established by SMOKE

VISTAS, WRAP and MRPO:
The following month-specific temporal profiles acrbss-reference files
were used for all source categories:
amptpro_typ_us_can_{MMM} vistas_27nov04.txt wheMNIM} is jan, feb,
mar, etc., amptref _2002_us_can_vistas_17dec04.txt
These files were obtained from Greg Stella (VISTAS)
For point sources (EGU and fires), the hour-speeifhission files
described in Sections 2.3.4 and 2.5.4 were utilivethe VISTAS and
WRAP states to override the annual-total basedseoms whenever a
match could be established by SMOKE

Canada and Mexico:
For Canada and Mexico, the SMOKE2.1 default tempmddiles and
cross-reference files (amptpro.m3.us+can.txt angti@hm3.us+can.txt)
were utilized.

Chemical speciation
The same speciation profiles (gspro.cmag.cb4p3%bd cross-references
(gsref.cmaq.cb4p25.txt) were utilized for all reggaand all source categories.
Different versions of these files were obtained (BUE2.1 default, EPA-CAIR
modeling, VISTAS, CENRAP and MANE-VU) and compareifter comparing
the creation dates and header lines of these ifiless determined that the EPA-
CAIR and MANE-VU files had the most recent updatey] consequently the
final speciation profile and cross-reference fileed for all regions and source
categories was based on the EPA-CAIR files withattdition of MANE-VU
specific updates.
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Spatial Allocation

u.S.

The spatial surrogates for the 12 km and 36 km dwsnaere extracted
from the national grid 12 km and 36 km U.S. gridpsurrogates posted at
EPA’s website at
http://www.epa.gov/ttn/chief/emch/spatial/newsuateghtml

The gridding cross-references were also obtairad this website, but

for the processing of MANE-VU area source emissidm8NE-VU

specific cross-reference entries posted on the MMRAtp site were
added.

Canada

The spatial surrogates for Canadian emissionsy#®d? km and 36 km
domains were extracted from the national grid 12akd 36 km Canadian
gridding surrogates posted at EPA’s website at
http://www.epa.gov/ttn/chief/emch/spatial/newsuateghtml

The gridding cross-references were also obtairad this website.

Mexico

The spatial surrogates for Mexican emissions ther8@lomain were
extracted from the national 36 km gridding surregaised by EPA in the
CAIR modeling. These files were obtained from EPBAIR NODA ftp
site http://www.airmodelingftp.com The gridding cross-references were
also obtained from this ftp site.
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Figure C-15. Examples of processed model-ready emisns

(a): SO2 from Paint; (b): NO2 from Area; (c): NO2 from On-road; (d): NO2 from Non-Road,;
(e): 1SOP from Biogenic; (f): SO2 from all source categories)

Layer 1-16 Sum SO2f Layer 1 NO2c
F=pgts3d_|.20020812 1 EASTERN12km eastem_2002 ncf c=agts_| 20020812.1 EASTERN12km.eastem_2002 ncf
I 0.100172 I 0.010172
0.075 0.008
I 0.050 I 0.005
0.025 0.002
0.000 -
molesis 1 0.000 1
molesfs
e August 12,2002 0:00:00 rave August 12,2002 12:00:00
wone Min=0.000 at(1,1), Max= 2.860 at(123,37) a e Min=0.000 at (104,1), Max=_0.344 at (60.63) b
Layer 1 NO2d Layer 1 NO2e
d=mgts_1.20020812.1 EASTERN12km eastem_2002 ncf e=ngts_| 20020812 1.EASTERN12km eastem_2002 ncf
I 0.10 172 I 0.03172
0.07 0.02
I 0.05 I 0.02
0.02 0.01
0.00 0.00
molesfs 1 molesis 1 7
1
Pave Augqust 12,2002 12:00:00 e August 12,2002 12:00:00
none Min= 0.00 at(104,1), Max= 0.74 at(138,103) C e Min= 0.00 at (104,1). Max= 0.72 at (153.121) d
Layer 1 ISOPg Layer 1-16 Sum SO2h
g=b3gts_120020812.1 EASTERN12km.200208_beld ncf h=egts_1.20020812 1.EASTERN12km eastem_2002 ncf
I 5.00 172 I 0.10 172
375 0.07
I 250 I 0.05
125 0.02
0.00 0.00
moles/hr molesfs 1

e August 12,2002 18:00:00 PALE August 12,2002 11:00:00
e Min=0.00 at(104,1), Max= 12.68 at (116,69) e oo Min= 0.00 at(104,1), Max= 139.36 at (79,144) f
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C.2.2. REMSAD

The Regional Modeling System for Aerosols and Déjmrs(REMSAD) is also a
three-dimensional Eulerian model designed to suppbetter understanding of the
distributions, sources, and removal processesaptdwo fine particles and other airborne
pollutants. It calculates the concentrations dghboert and chemically reactive
pollutants by simulating the physical and chemprakcesses in the atmosphere that affect
pollutant concentrations. The basis for the magldie atmospheric diffusion equation
representing a mass balance in which all of thevegit emissions, transport, diffusion,
chemical reactions, and removal processes are &squen mathematical terms. The
REMSAD model performs a four-step solution procedemissions, horizontal
advection/diffusion, vertical advection/diffusioncadeposition, and chemical
transformations during one half of each adveciive tstep, and then reverses the order
for the following half time step. The maximum adiree time step for stability is a
function of the grid size and the maximum wind aithp or horizontal diffusion
coefficient. Vertical diffusion is solved on framts of the advective time step to keep
their individual numerical schemes stable.

REMSAD uses a flexible horizontal and vertical aboate system with nested-
grid capabilities and user-defined vertical laydtsaccepts a geodetic
(latitude/longitude) horizontal coordinate systenadartesian horizontal coordinate
system measured in kilometers. REMSAD uses a figtplersion of CB-IV chemistry
mechanism which is based on a reduction in the eumbdifferent organic compound
species and also includes radical-radical termonattactions. The organic portion of the
chemistry is based on three primary organic comg@pecies and one carbonyl species.
The model parameterizes aerosol chemistry and dgsgor PM and calculates SOA
yields from emitted hydrocarbons. REMSAD V7.12 aegver versions have
capabilities that allow model tags of sulfur specigp to 11 tags), nitrogen (4 tags),
mercury (up to 24 tags), and cadmium (up to 10)tegslentify the impact of specific
tagged species.

Unlike CMAQ, REMSAD provides no choice of chemieald physical
mechanisms. The modeling configuration for futensrk with REMSAD will be similar
to the CMAQ modeling setup. The initial concentmas and boundary conditions will be
generated using the same concentration profile ng€@MAQ. The approach is to use
similar model inputs to allow comparison of REMSAIXh CMAQ to better understand
differences between the two models. Due to thel#ied chemistry mechanism,
REMSAD may not simulate atmospheric processes daw€MAQ. However,
advantages such as the tagging feature for suifore efficient modeling, and reasonable
correspondence with measurements for many specase REMSAD an important
source apportionment tool for MANE-VU.

In our present REMSAD modeling, the same 12km dar(iz@. domain2)
presented in the previous section is used foreetfull annual runs for the base year
(2002). Multiple runs are necessary to permit ireg@f sulfur emissions for all of the
states in the domain, Canada and the boundary temmsli
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C.2.2.1. REMSAD Meteorology

For the regional haze modeling study, an entire ge&M5 generated
meteorological data for 2002 was provided by UMM ased to drive annual CMAQ and
REMSAD modeling as described in the previous sactideteorological inputs for these
runs were developed by applying a simple transiadwipt (MM52REMSAD yrovided
by the University of Maryland (Jeff Stehr, persooammunication) to generate hourly
meteorological field required by REMSAD.

C.2.2.2. REMSAD Emissions

Emissions processed for REMSAD take advantageeo$t tagging
capabilities, whereas CMAQ treats all S43 indistinguishable. NESCAUM has
developed emissions tagging techniques for apmican air quality impact analyses
using the REMSAD tagging scheme incorporated in B version 7.10 and higher.
In general, these emissions tagging schemes casdakto assess source contributions in
various ways including: (1) by size and susceptybib transport (e.g., as between large
elevated sources vs. small, low-level sources)byXectors/types (e.g. by SCCs or by
point, area, or mobile source categories); (3)dnyans (e.g. by country/state/county); or
(4) by combinations (e.g. largest electricity gatiag unit (EGU) in a specific state).

The emissions inventory used for emissions tagipn®REMSAD processing was
primarily the same as the inventory described engfrevious section (i.e. CMAQ
platform). Some differences in emissions, howesterexist because of emissions
updates (MANE-VU) and the necessity of simplifiedigsions processing to compensate
for the added complexity introduced by taggingnc8 REMSAD is a simpler model
than CMAQ and is used mostly for longer term (> thty) impact analysis, using a
simplified emissions processing approach is reddenal he major differences are:

1) The point source emissions for MANE-VU were uedarom ver.1 to ver. 2.
2) CEM data were not used

3) RPO-by-RPO emissions files were merged firsgrgo processing in SMOKE
4) Anthropogenic emissions were tagged

MANE-VU had already conducted some preliminary rtsmsform the early
stages of regional haze planning. NESCAUM hasrtdéke additional step of processing
source emission files such that the model inptdansatted to take advantage of
REMSAD'’s tagging capabilities. Thus, all combustand industrial process emissions
sources in over 30 Eastern states in the modebngath have been tagged according to
their state of origin, providing an estimate of tumtribution those sources in each state
make toward simulated sulfate concentrations ateffaseceptor sites. Moreover,
boundary conditions were tagged to assess outioBdoimpact. The tagging scheme
employed for this analysis is shown in Figure C-16.
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Figure C-16. REMSAD modeling tagging schemes.
(black: group 1, red: group 2, and blue: group 3)
i e CAUNY

=3

Regions

[ CENRAP

[ ] MANE-VU
[ ] MWRPO

CANADA
VISTAS

: T Y =
Note: Sulfur species from anthropogenic emission sourceagged by states for

three sets of tags. Tag group 3 also includes boundadjtioms. The color of
the numbers represents tag groups (black: group 1gmewlp 2, and blue: group 3)

C.3. Model Evaluation and Results
C.3.1. CMAQ

C.3.1.1. CMAQ Performance evaluation of PM, 5 species

CMAQ modeling has been conducted for the year Z606&hpleted by
cooperative modeling efforts from NYDEC, UMD, NJDHRutgers, VADEP, and
NESCAUM) under Base A emission scenario and fordsitm summer period of 2002
(completed by NYDEC) under Base Al (refined frons8#) emission scenario.
CMAQ performance for Pl species and visibility is examined based on tiese
CMAQ runs on a 12km resolution domain. Measuresiéom IMPROVE and STN
networks are used to pair with model predictionsdaation and time for evaluation.
Figure C-17 presents the domain wide paired corspardf PM s species (Sulfate,
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Nitrate, OC, EC, Fine Soil, and BN) daily average concentration between two sets of
simulations (BaseA & BaseAl) and two sets of obsons (STN & IMPROVE). It
shows that predicted PM Sulfate (top row left panel) and measured Suliagein a

good 1:1 linear relationship witf varying from 0.6 to 0.7. P Nitrate (top row right
panel) also has close to a 1:1 linear relationbbigreen the model and observations,
although thevalues are much lower (from ~0.2 to ~0.5) than fdf8e. Paired OC
(mid row left panel) concentrations have a scattelistribution with over- and under-
estimating and a very weak linear relationshfmfr~0.1). CMAQ tends to overestimate
EC (mid row right panel) and fine soil (bottom ré¢eft panel) concentration. EC and soill
are inert species not involved in chemical transftion. Poor emission inventory data
may be the main cause for the weak linear relatipssoetween prediction and
measurement. In addition, there is no fire emissimnsidered in CMAQ modeling. The
wild fire in Quebec, Canada in early July of 208& to high concentrations of observed
OC, EC, and Fine Soil that are not predicted by @ASince Sulfate is the dominant
PM s species, modeled PM (bottom row right panel) also shows a relativeipisg

near 1:1 linear relationship (slope between 0.7%0t8 r* of 0.4~0.5).

Similar comparisons of PM species between prediction and observation from
other RPOs’ CMAQ modeling worl( et al.,2005) are shown iRigure C-18. Results
from WRAP CMAQ run and CENRAP CMAQ run paired atIMPROVE sites in July
2002 are on the left panel; while results from VASTCMAQ run and CENRAP CAMXx
run at 17 IMPROVE sites in July 2002 are on thétrganel. The rows from top to
bottom are Sulfate, Nitrate, OC, EC, and Fine SBdr PM s Sulfate, other RPOs’
prediction show a rather strong 1:1 linear relatiéth measurement{of 0.6~0.7),
similar to our CMAQ performance. Other Rspecies all show poor linear
relationships between model prediction and obsemst Values ofrare ~0.1 for
Nitrate; 0.2~0.4 for OC; 0.2~0.4 for EC; <0.02 foné-Soil. Therefore, our CMAQ
performance of Pl is in the same range as other RPOs.

Figure C-19 describes the spatial distributionhef torrelation coefficient of
sulfate between CMAQ prediction and observatiorid\8ata on the top row and
IMPROVE data on the bottom row) at network sit€MAQ predictions show a similar
spatial pattern of correlation with both networkdenerally, the north region of the
domain has stronger correlations than do the segjion. Correlation coefficients
within MANE-VU region are highest (~0.9 in average)npared to other RPO regions.
The fact that summer time correlation coefficiearts higher than annual values indicates
CMAQ performs better for summer than for other seas No significant improvement
in correlation is observed for the BaseAl case tweBaseA case. The spatial
distribution of correlation coefficient for PMis presented in Figure C-20. The PM
correlation coefficient spatial pattern follows Pd&ulfate correlation coefficient,
although at the same observation site coefficiahias are ~0.1 lower than the sulfate
coefficient value. Like PMs sulfate, CMAQ also performs the best for P\h the
MANE-VU region with ~0.7 annual average and ~0.8 s@maverage of the correlation
coefficient.

In 2004 James Boylan from VISTAS suggested the godlthe criteria for Pl
evaluation Boylan,2004). This standard has been adopted by eve®/ fRIPSIP
modeling. The proposed performance goals are: Nreactional Error (MFE) <=
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+50%, and Mean Fraction Bias (MFB) <= +-30%; wltie criteria is proposed as: MFE
<= +75%, and MFB <= +-60%.

CMAQ prediction of PM s species from 40 STN sites and 17 IMPROVE sites
within MANE-VU region are paired with measuremeaisl statistically analyzed to
generate MFE and MFB values. Figure C-21 preddiis of PM, 5 Sulfate, Nitrate,
OC, EC, Fine Soil, and PM, and curves of the goal and criteria. MFB valaesshown
in Figure C-22. Considering CMAQ performance imrte of both MFE and MFB,
Sulfate, Nitrate, OC, EC, and BMall have the majority of data points within theafjo
curve, some are between the goal and acceptatdeiarand only a few outside the
criteria curve. Only fine soil has the majoritypdints outside the criteria curve, but
there are some sites still within the goal. FerMANE-VU region, CMAQ performs
best for PM 5 Sulfate, followed by PMs, EC, Nitrate, OC, and finally the fine soil.

Regional haze modeling also requires a CMAQ perémee evaluation for
aerosol extinction coefficient (Bext) and the hamtex. Modeled daily aerosol
extinction at each IMPROVE site is calculated fallog the IMPROVE formula with
modeled daily PMs species concentration and relative humidity fatimm IMPROVE.
Figure C-23 shows the paired comparison of domadle \@aily aerosol extinction
coefficient for 2002 between prediction and measar@ with 1:1 line and £20% lines.
The modeled Bext shows a near 1:1 linear relatipn&tope of 0.74 and of 0.53) with
IMPROVE observed Bext. Mean bias is -6.31 Mmvhich is less than 1% compared to
mean Bext of either observation (76.54 Myor prediction (70.22 M. MFE of 35%
and MFB of -13% both meet the standard goal. CMpA€Xliction of the aerosol
extinction coefficient agrees well with IMPROVE @pgation because CMAQ performs
well on sulfate, which dominates aerosol extinctiéurther, the modeled haze index
(HI) is calculated based on modeled Bext. Figuw24(resents the paired comparison of
HI values at 4 Class | sites in the Eastern US éetwCMAQ prediction and IMPROVE
measurement for 2002 with 1:1 line and +-20% lin€se majority of the data points are
within the £20% regime. Acadia shows the best rhpdegormance with a slope of 0.96
and £ of 0.64, mean bias of 0.05 compared to mean Hil&f Next is Brigantine, with a
slope of 0.86 and r2 of 0.5, mean bias of 0.2 coagpto an HI of ~20. Then is Lye
Brook with a slope of 0.77 ané of 0.6, mean bias of 1.55 compared to an HI of ~14.
Finally is Shenandoah with a slope of 0.6 énadf10.4, mean bias of 1.62 compared to an
HI of ~21. MFE and MFB of all 4 sites meet the periance goal.

Overall, NESCAUM CMAQ modeling on the 12km resabhmtidomain for 2002
accurately portrays sulfate, BM aerosol extinction coefficient and the Haze Indéx
provides reasonable performance forRMitrate, OC, and EC. The model performs
better for summertime than for wintertime, and éxeith the MANE-VU region than in
others regions.

In late 2005, CMAQ V4.5 was released to the pubhdéthough our current
modeling results are acceptable, MANE-VU modelergehbeen considering a shift from
CMAQ V4.4 to V4.5. CMAQ V4.5 is reported to sigiadintly improve the PM science
in the model. The more recent model version has@dda salt (fine equilibrium; non-
interactive coarse mode) and updated the modukdvbfreatment (AERO4). It revised
the aerosol dry deposition algorithm and correatednsistencies. It improved
ISORROPIA and fixed discontinuities. It also addedew sub-grid cloud mixing
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algorithm/module. In addition, CMAQ V4.5 updatee thlanetary boundary layer (PBL)
module to use urban fraction for setting minimumtical diffusivity (Kz). Comparison
studies (Appel et al., 2005) between CMAQ V4.5 ¥dd4 show significantly improved
performance on P4 Sulfate and Nitrate using V4.5 over V4.4, while.¥4naintains
the same acceptable ozone performance as V4.4e\Mhiér RPOs have already used
CMAQ V4.5 in their SIP modeling, MANE-VU recentlhedided to switch to CMAQ
V4.5 based on results of comparison study condunyedJ DEP. MANE-VU believes
that V4.5 would improve PM performance for Regiodake and Pis SIP modeling for
MANE-VU.
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Figure C-17. Domain wide paired comparison of dayl average PM s species
between CMAQ predictions and measurements from IMP®VE and STN networks
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Figure C-18. Paired comparison of PM;s species from other RPOs’ modeling work
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Figure C-19. Spatial distribution of correlation mefficient between PM s Sulfate

and measurement
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Figure C-21. Mean Fractional Error of PM; 5 species within MANE-VU region
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Figure C-22. Mean Fraction Bias of PM s species within MANE-VU region
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Figure C-23. Paired comparison of extinction coeftient between CMAQ prediction

and IMPROVE measurement
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C.3.1.2. CMAQ Control Scenario Results

The results from preliminary annual simulationsha 2002 baseline, 2009 and
2018 future case scenarios have been reviewedseThedel runs provide insight into
the current and expected ambient levels of finégeas and haze causing constituents.
The general character should remain consistentfuitiie model runs that may use
updated model code (CMAQ V4.5) and revised emiss{MANE-VU v3.0 inventory).

The six maps in

Figure C-25 show annual average results fop Pahd sulfate for three modeling
runs (2002/2009/2018). The other PM25 constituaregsof lower concern for regional
haze in MANE-VU, as sulfate dominates visibilitygiladation in the region. The total
PM25 maps on the left provide the spatial distigouthroughout the modeling domain,
with levels in urban centers highest for all thneedel runs. The spatial distribution of
annual sulfate levels is somewhat different froe®iVbs. Specifically, sulfate levels
along the Ohio River valley are greater than surding areas for the baseline run, with
the gradients becoming much less for future scesari

Sulfate results are investigated further in FigDf26. The set of six maps in this
figure show relative reduction factors for sulfaddodel results are used in a relative
sense to address potential uncertainties in thelilesresults; uncertainty in relative
changes is believed to be smaller than the absohdertainty. The top two figures
display the ratio of sulfate results from futurseauns to the base case for 2009 and
2018 respectively. For regional haze purposes sgiecific reduction factors were
generated for the best and worst 20% days. Theahawerage results are spatially
consistent with the seven Class 1 site factorveéror the worst 20% days

3. These model results predict the greatest peagergulfate reduction to occur in
West Virginia and its immediate surrounds, with amireductions calculated for areas
west of the Mississippi River and moderate declingee more northeastern section of
MANE-VU.

The bottom four panels of Figure C-26 provide gerdytestimates of relative
reduction in sulfate for 2009. For BMmass, EPA guidance recommends the use of a
guarterly reduction factor, unlike the 20% best maist factors used in haze
calculations. These results are instructive anatave the understanding of the seasonal
impacts to be expected in the future due to emrmssianges. The broadest reductions
occur in the third quarter, followed closely by gsecond quarter. The pattern for the first
and fourth quarters differs substantially from termer months, with much of the
domain predicted to exhibit increases in sulfatengduthe colder months of 2009 relative
to the base year 2002. For the most-part, thegdsamodeled in the colder months are
modest, falling within 10% of the base-year caltoles.

% To project future haze levels, relative reduction factorgwetermined for best and worst days for all six
haze relevant constituents (sulfate, nitrate, organic cartemestal carbon, fine soil and coarse
particulate). The seven sites investigated were Acadia, Binigahtye Brook, Moosehorn, Great Gulf,
Dolly Sods and Shenandoah.
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Figure C-25. CMAQ results for PM, s and Sulfate for 2002, 2009 and 2018
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Figure C-26. Sulfate Relative Reduction Factors fo2009 and 2018. Quarterly
factors are shown for 2009 in the bottom four panel

120 172

1.15
1.10
1.05
1.00
0.95
0.90
0.85
0.80
0.75
0.70
0.65
0.60
0.55

Annual Average (20094 f 2002A1)

1 172

Guarter 1

172

Guarter 3

120 172

1.15
1.10
1.05
1.00
0.95
0.90
0.85
0.80
0.75
0.70
0.65
0.60
0.55

Annual Average (20184 1 200241)

1 172

Guarter 2

1 172

Guarter 4

1 172

Relative reduction factors for all haze relevant 8dstituents at seven Class 1
sites are displayed in Table C-1. For each sitespecie, the modeled change relative to
the baseline year 2002 is shown. Therefore, negatlues imply a modeled decrease
while a positive value represents an increase. vahees for 2009 and 2018 are additive,
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such that when added, the sum corresponds to #gralbehange from the baseline year
to 2018. Using Lye Brook as an example, the tedleals a 28% decrease in
concentrations from 2002 to 2009, followed by arottD% decline (relative to 2002)
between 2009 and 2018, yielding a total reductiodB®o between 2002 and 2018. For
fine solil, levels increase 17% in the first modgbediod, then decline by 4% in the
second period. The net change between 2002 ar8ls20is these two values (17 + (-4)
= 13), implying an overall rise in fine soil contetions of 13 percent. As a point of
interest, the model results do not provide evidesfggtrate replacement at these sites
between the period of 2002 and 2018, despite thstantial reductions in predicted
ambient sulfate levels.

The results for modeled sulfate in Figure C-27 sltosvapplication of the
reduction factors from Table C-1 to the baselin@sneed ammonium sulfate on the 20%
worst days. The yellow bar gives the five-yearrage sulfate levels on the worst days
for each site. Using the reduction factors for2@i&lds sulfate concentrations shown at
the red bar, while applying the 2018 factor presdioass values given by the blue bar.
These bars clearly indicate more substantial réahgin sulfate levels are expected to
occur by 2009 with smaller reduction in the lattesdeled timeframe.

The final set of CMAQ results are graphed in Fig0rg8(a) and (b). These plot
the modeled progress combining all six speciedicadn factors. Based on the
modeling, all sites except one are shown to mest tiniform progress goal by 2018.
Brigantine Wilderness Area in New Jersey is pr@ddb fall about a half deciview shy
of the uniform rate under existing emission reducplans.

Table C-1. Relative Reduction factors by site andogcie. Change is relative to
baseline modeled year 2002 and overall change fro2®02 to 2018 is additive

. Organic | Elementall Fine
YEAR Sulfate Nitrate Carbon | Carbon Soil Coarse
ncadia 2009 -31% 0% 7% -19% 5% 6%
2018 7% 5% 6% 7% 1% 8%
- 2000 20% 1% “8% 23% | 13%]|  11%
Brigantine
'gantl 2018 10%|  -11% “9% 20%| 2% 6%
2009 24% 3% 5% 15% | 16%|  15%
Great Gulf
reat LU—01s 9% 2% 8% 6% -4% 7%
2000 28% 2% 0% 16% | 17%|  10%
Lye Brook
y 2018 10%| 3% 8% 19%|  -4% 5%
2009 27% 2% 3% 13% 9% 6%
Mooseh
00senoMI—018 6% -4% 5% 14%| 1% 6%
2009 33%|  -15% 4% 10% | 29%|  34%
Dolly Sods§—>77g 16%|  -11%|  -11% 222% 0%|  11%
2000 20%|  -24% 2% 3% 23%]|  15%
Shenandoa
2018 4% 17%|  -16% 20%| 2% 8%

PGe#0
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Figure C-27. Ammonium Sulfate mass predicted reduan for 20% worst days
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Figure C-28 (a) and (b). CMAQ Integrated SIP Modelng Platform simulation
results for 2002, 2009 and 2018 relative to UniforrRrogress Goals calculated
according to current USEPA Guidance for (a) Northeat Class I sites in MANE-VU
and (b) Mid-Atlantic Class I sites in or near MANE-VU.
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C.3.2. REMSAD

C.3.2.1. Model performance

REMSAD has been evaluated by EPA OAQPS for theih B&se case study
using 1996 meteorology and 1996 NET Inventbiylodeling results were compared
with IMPROVE measurement as summarized in Table @-8hows that REMSAD
performs better in the Eastern US than in the Wedi#& on PM sulfate and P
although it underestimates ambient levels countilgwiEmissions may contribute to
poor performance on soil, carbonaceous aerosol®&hditrate.

Table C-2. Normalized error of annual mean model gediction to annual mean
observation on PM species between IMPROVE measuremis and REMSAD 1996
annual simulation (after Timin, B. et al., 2002)

IMPROVE PM Species National East West
PM,s -32% -15% -49%
Sulfate -19% -10% -39%
Nitrate 5% 82% -55%
Elemental Carbon 1% 23% -20%
Organic Aerosols -45% -42% -47%
Soil/Other 38% 225% -18%

NESCAUM'’s previous REMSAD modeling exercise use8@ tneteorology
along with the 2001 Proxy emission inventory, thudirect comparison of modeling
results to daily observations could not be complef€o evaluate REMSAD in that stage,
NESCAUM first compared its own modeling resultshwiEPA’'s CSA 2001 case
modeling results, which also used 1996 meteorolddy shown in Figure C-29,
NESCAUM'’s results exactly match with EPA’'s REMSADdeling on PMsand PM
sulfate distributions. In addition, NESCAUM comedrthe long term modeling average
(annual mean) of PM species to IMPROVE annual meanshree sites. The results are
presented in Figure C-30. It shows good agreefoeMEMSAD modeling of PM
sulfate, NH, OC and EC. Emission inaccuracies may explaimtbdel over-prediction
of soil mass, while incomplete chemistry may canlsgerved differences for nitrate.

NESCAUM'’s present REMSAD modeling uses a 12km Easiemain with
2002 RPO emissions and meteorology. Figure C-81Fégure C-32 show the gridded
SO, emissions with tags in our 12km modeling domaid some examples of annual
average REMSAD sulfate concentrations by selectadhdast States, respectively.
Figure C-32 illustrates the spatial distributiortled REMSAD simulated tagged
emissions concentration fields. These fields amngest in their own state and generally
have the largest outside state impact toward thin@ast.

* Also see Clear Skies Act Air Quality Modeling Technical Suppocument at:
http://www.epa.gov/air/clearskies/aq_modeling_tsd_csa2003.pd

® Multi-year averages were computed from the measurementseo datount for the lack of
correspondence between emissions year (2001) and meteorojegicél 996).
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Figure C-29. Comparison of annual average PM2.5 anBM sulfate between
NESCAUM REMSAD modeling and EPA REMSAD modeling
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Figure C-30. Comparison of annual average PM speaédetween NESCAUM
REMSAD modeling and multi-year average IMPROVE meaarements
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Figure C-31. Gridded SQ emissions distribution and tag numbers

Eastern Modeling Domain

Figure C-32. Sample sulfate concentration by state
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A spatial performance evaluation of REMSAD simuas for sulfate on the
12km northeast US domain for the year 2002 was wated through comparison with
IMPROVE/STN measurements, as illustrated in Figth&3. These comparisons are
inexact because the discrete measurements repmesgntar areas whereas model
outputs represent a uniform gridded concentraird.f This approach, however, does
provide a first order examination of measurementrandeling results, which is
appropriate for an annual averaged analysis.

Figure C-33. Sulfate concentrations from IMPROVE/STN measurements and
REMSAD model.
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Figure C-34. Intercomparison of measurement and moel data for 5 different
annual model simulations.
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In general, REMSAD’s simulation field is well-masdhwith measurement data.
Figure C-34 shows the comparison of paired 24-lyautface sulfate concentrations
between five different air quality model resultscfuding REMSAD) and IMPROVE
measurements during the year 2002. For Lye Brnoblch is a Class | area in Vermont,
the two CMAQ model runs show the best performandeiims of slope, intercept and
coefficient of determination{r. The REMSAD result shows the 2nd best perforraanc
with the two CALPUFF results matching least to nueasents. This trend remains
similar for Shenandoah. Along with EPA’s previawaluation (Timin B. et al., 2002),
REMSAD performs reasonably well for longer-termfatd simulation.

C.3.2.2. Contribution assessment

In addition to the REMSAD tagged sulfur modelinds3CAUM and its MANE-
VU partners performed other analysis techniquesssess states’ impact on PM levels
over the Northeast US (e.g. CALPUFF modeling, Rertene Upwind, and E/D
analysis). Figure C-35 shows modeling resultsegfan/country specific contributions to
PM sulfate in the Acadia, Brigantine, Lye Brookda®henendoah Class | areas from five
different contribution assessment techniques. elmegal, the five different techniques
show similar contribution of sulfate to Class lasgbut MANE-VU’s contributions are
estimated to be relatively higher from the REMSAd3ult and lower from the Percent
upwind.

For Acadia, the analysis reveals about 37% of suladerived from in-region
sources, while 30% comes from other RPOs and CarBda “Other” tag from
REMSAD, which explains non-tagged emissions anchdaty conditions (about ~33%
of the total contribution to Acadia), was normatizéhen included in other relative
contribution analysis techniques because only REM®$#£edicted those impacts. For
Brigantine, about 35% of sulfate comes from in-oagsources, 40% from adjacent RPO
regions (i.e. MRPO and VISTAS), 10% from CENRAP-domain) and Canada, and the
“Other” tag explains the remaining ~16 percent. €betribution to Lye Brook shows
similar composition to Brigantine’s case, with hégltontribution of MRPO and lower
contribution of VISTAS given the relative locatiootsources and receptors.
Shenandoah shows higher contribution from VISTA& siiRPO (about 60%) and lower
contribution from MANE-VU and Others (about 20% lepdue to its location (i.e. VA).

Figure C-36 shows monthly contributions by fourfetiént Class | areas in the
Northeast region. The contribution of “Other” adANE-VU region are relatively big
in Acadia (in Maine) because it is located at tloetNeast boundary of the modeling
domain. The concentrations are generally highéensummer months (i.e. June, July,
and August) for all the regions with the relatiamtribution of MRPO and VISTAS
higher than other seasons, likely due to strongestevly/southwesterly winds in
summer. The “Other” and MANE-VU regions’ contrimuts are still relatively big at
Lye Brook, but MRPO and VISTAS’ contributions arema significant than in Acadia’s
case because Vermont is closer to those regions.mbnthly concentration shows a
similar pattern to that from Acadia. For BrigaetiMANE-VU's contribution remains
biggest, followed by VISTAS, “Other”, and MRPO. d&monthly contribution from the
“Other” tag decreases after June in contrast to RBP The VISTAS and MRPO'’s
contributions are relatively large at Shenandoahtduheir proximity.
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Figure C-35. Contribution of tagged sources by dif#frent apportionment methods
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Given the reassuring results for sulfate, NESCAUMducted REMSAD tagged
sulfur modeling to assess states’ impact on PMisexeer the Northeast US. Figure
C-37 shows modeling results of state specific ¢oations to PM sulfate in the Acadia,
ME Class | area. Similar plots are shown for Bniyze, Lye Brook and Shenandoah
(Figure C-38, Figure C-39, and Figure C-40 respebt). For Acadia, “Other”, MA,
Canada, PA, ME, OH, and NY contribute more than t%ulfate. The higher
contribution of “Other”, MA, and Canada are expkdrby their relative location -

Acadia National Park is located at the northeaahdary of our 12km modeling domain.
In the case of Brigantine, PA, OH, and NY’s conitibns are relatively higher compared
to Acadia’s case because Brigantine is locatedenéarthose high emission states. In
general, Lye Brook shows similar distribution tagamtine, except that it shows a little
higher contribution from Canada. Other than th&h&’ tag, OH, PA, WV, VA, and IN
show bigger contributions to Shenandoah, with Caisacbntribution relatively smaller
compared to other Class | areas, as it is locateldr south. In Shenandoah’s case, the
fraction of non-tagged emissions (e.g. biomassibgrim VISTAS states - as opposed to
boundary conditions) explains the higher contritmutdf “Other” tag even with smaller
contribution of Canada.
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Figure C-36. Contribution of tagged sources for diierent Class-| areas in Northeast
(monthly average sulfate concentration).
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Figure C-37. Eastern states’ contribution to annuaPM sulfate in Acadia, ME
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Figure C-38. Eastern states’ contribution to annuaPM sulfate in Brigantine, NJ
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Figure C-39. Eastern states’ contribution to annuaPM sulfate in Lye Brook, VT
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Figure C-40. Eastern states’ contribution to annuaPM sulfate in Shenandoah, VA
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Also, the 20% worst and best visibility days resulere used to evaluate
contributions to PM sulfate from emission sourgesach RPO region, as shown in
Figure C-41 and Figure C-42. Unlike previous pnégigons, three more Class | areas are
added (e.g. Dolly Sods Wilderness, Great Gulf Witdss, and Moosehorn Wilderness)
for analysis and all sites are arranged from thethswest to northeast. As shown in the
Figure C-41, each site tends to show the greabestibution to poor visibility from
nearby regions. This tendency reveals the atmogpinansport impact that adjacent
regions’ strong and fresh emissions have at neadsptor sites. The 20% best visibility
days (Figure C-42) seem to occur when the contabhdtom boundaries are bigger
unlike the behavior observed for worst case déiyomparing the annual average
impact LYBR, BRIG, and SHEN show similar contrilmutipatterns whereas Acadia
shows higher contribution (45% vs. 37%) of MANE-\dd the 20% worst visibility
days.

Statistical parameters used in model performanatuation. Pand Q are paired
model prediction and observation, respectively. ME, and RMSE have the same units
as RPand Q, while other parameters have units of percent.
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Figure C-41. Comparison of Sulfate Extinctions on @% Worst Visibility Days
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Figure C-42. Comparison of Sulfate Extinctions on @% Best Visibility Days
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